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A. Materials and Methods 
Materials 
All monomers, solvents, and catalysts were either purchased from commercial sources or 

prepared following literature reported protocols. All materials were used as received without 

further purification. Anhydrous THF was obtained from a solvent purification system (JC Myer 

System). 

 

Instrumentation 
Nuclear Magnetic Resonance. 1H NMR spectra were acquired on a 400 MHz Agilent DD 

MR-400 system or Bruker Avance III 500 MHz spectrometer and recorded at 25 °C. All 

chemical shifts were calibrated using residual solvent as internal reference (CDCl3: 7.26 ppm 

for 1H NMR. DMSO: 2.5 ppm for 1H NMR). 

 

Grazing-Incidence X-ray Diffractions. GIWAXS measurements were performed at either: 

 

Advanced Photon Source at Argonne National Laboratory using the 8-ID-E Beamline under 

vacuum. All measurements were conducted with an incidence angle of 0.14° using 10.92 keV 

(λ = 1.135 Å) X-rays. The scattered photons were recorded on a Pilatus 1 M detector located 

228 mm from the sample. Exposure times were varied such that the pixel with maximum counts 

was at 80% of saturation. In some cases, significant silicon substrate scatter was observed. The 

raw images were merged, pixel coordinates were transformed to q-space, and line cuts were 

generated using GIXSGUI for Matlab.1 

 

or 

 

Advanced Light Source-Lawrence Berkeley National Laboratory using Beamline Station 7.3.3 

under a He atmosphere. A photon energy of 10 keV (λ = 1.24 Å). Data was collected by a 

Pilatus 2M detector with a pixel size of 0.172 × 0.172 mm and 1475 × 1679 pixels used to 

capture the 2D scattering patterns at a distance of 300 mm from the sample. A silver behenate 

standard was used as a calibrant. The grazing angle, α, was varied from 0.08° to 0.25°. Data 

were analyzed using the Nika macro for Igor Pro.2 

 

All data is shown as a function of the scattering vector:  

 

𝑄 =
4𝜋

𝜆
sin(𝜃)            (1) 

 

Simulated X-ray Diffraction. Simulations of 2D COF X-ray scattering profiles were carried 

out in MaterialsStudio (ver.5.0). First, the unit cell was constructed piecewise in a primitive P6 

unit cell with the a=b lattice parameter set to be approximately the distance between two COF 

vertices based on approximate molecular bond lengths. The c parameter was set to be 3.5 Å, 

which is the interlayer spacing of graphene. We then used a Forcite geometry optimization 

routine with a universal forcefield to optimize the unit cell size with convergence tolerances of 
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Energy = 10-3 kcal mol-1 and Force = 0.5 kcal mol-1 Å-1.  

 

Diffraction simulation and Pawley refinement were carried out using the Reflex software 

package. COF models and their simulated patterns were Pawley refined to experimental 

patterns iteratively until the RWP value converges. The pseudo-Voigt profile function was used 

for whole profile fitting. The final RWP and RP values were calculated to be less than 5% in 

all cases. Simulated XRD patterns were calculated from the refined unit cell and compared with 

the experimentally observed patterns. 

 

X-ray Reflectivity. XRR measurements were carried out using a Rigaku ATXG diffractometer 

equipped with an 18 kW Cu rotating anode (λ = 1.5418 Å) operating at a voltage of 50 kV and 

a current of 240 mA, with a collimated beam of 0.1 mm x 2 mm (0.2 mm2). All measurements 

are plotted in terms of the scattering vector Q (Eq. 1), normalized to the measured incident beam 

intensity, and corrected for geometrical footprint and background signal. The XRR analysis was 

performed using Motofit software.3 Three different systems were studied: COF-5/EG/SiC, 

COF-5/EG/SiO2/Si and Al2O3/COF-5/EG/SiO2/Si. The fittings show a well-resolved electron 

density profile which confirms no intermixing or degradation of the COF-5 film. All the 

electron densities correspond to the expected bulk-like values. The electron density for the 

COF-5 film was a free parameter determined from the fit.  The fitting parameters are included 

in the tables. The fit determined electron density profiles are shown as insets in each of the XRR 

figures. 

 

Fluorescence Spectroscopy. Emission and excitation spectra were recorded on a Horiba Jobin 

Yvon Fluorolog-3 fluorescence spectrophotometer equipped with a 450 W Xe lamp, emission 

and excitation polarizer, double excitation and double emission monochromators, a digital 

photon-counting photomultiplier and a secondary InGaAs detector for the NIR range. 

Correction for variations in lamp intensity over time and wavelength was achieved using a 

solid-state silicon photodiode as the reference. The spectra were further corrected for variations 

in photomultiplier response over wavelength and for the path difference between the sample 

and the reference by multiplication with emission correction curves generated on the 

instrument. To collect emission spectra of the 2D COF films, films were mounted in a 

proprietary film holder. When emission polarization was noted as “normalized”, we divided the 

intensity of all emission intensities by the maximum emission intensity.  

 

Atomic Force Microscopy. Atomic force microscopy (AFM) was conducted using the 

facilities at the Northwestern Atomic and Nanoscale Characterization Experiment Center 

(NUANCE) on a SPID Bruker FastScan AFM using a gold tip under the non-contact mode in 

air. To prepare films for imaging, they were scored with a pair of Teflon-coated forceps so as 

to not damage the underlying Si. These films were then imaged across the score to evaluate 

their thickness and roughness. 

 

Scanning Electron Microscopy. 2D COF films were cleaved and mounted with carbon tape 

or double-sided copper taper on vertical SEM mounts. Each sample was coated with 7 nm of 

Os (SPI Osmium Coater, with OsO4 as a volatile source) to create a conformal conductive 

coating prior to imaging. Images were collected with a Hitachi SU 8030 scanning electron 
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microscope with an acceleration voltage of 5 kV at a magnification of 80,000. 

 

Preparation of epitaxial graphene on SiC. Epitaxial graphene was grown on 4H-SiC(0001) 

wafers (Cree, Inc.) by ultra-high vacuum (UHV) annealing. The SiC wafers were diced into 

5x9 mm rectangles (American Precision Dicing, Inc.) and the resulting substrates were first 

degreased via sonication in acetone and isopropanol before being introduced into the UHV 

chamber with base pressure ~5•10-11 Torr. Substrates were degassed for 12 hours at 500 °C 

prior to graphitization at 1200 °C for 20 minutes while maintaining chamber pressure below 

5•10-8 Torr. During annealing, substrate temperature was monitored using an infrared 

pyrometer (ε = 0.85). 

 

 

Capacitor Fabrication and Characterization. First, atomic layer deposition (ALD) was used 

to grow Al2O3 on COF-coated EG-SiC substrates using a Savannah S100 ALD reactor 

(Cambridge Nanotech, Cambridge MA). The substrates were loaded into the chamber pre‐

heated to 100 C̊. The base pressure of the chamber was maintained at 0.8 Torr with a constant 

N2 flow rate of 20 sccm. The growth was done at 100 C̊ by exposing samples to sequential 

doses of the metal oxide precursor (trimethyl aluminum (TMA), Aldrich, 99%) and deionized 

water interspersed with dry N2 purge steps between each precursor dose.  For Al2O3 growth, a 

single ALD cycle consisted of a TMA pulse for 0.015 s and a 30 s purge, followed by a H2O 

pulse for 0.015 s and a second 30 s purge. During growth, TMA precursor bottles were kept at 

room temperature. An approximately 6-nm-thick Al2O3 was grown on COF layer by using 75 

pulses of TMA using 0.8 Å/cycle growth rate, as verified independently for atomic force 

microscopy and ellipsometry. The thickness of Al2O3/COF-5 dielectric bilayer was extracted 

from topography images (Figure 3c,d) using tapping mode in an Asylum Cypher AFM system.  

 

Parallel plate capacitors were completed by growing 100-nm-thick Au films on Al2O3/COF-5 

dielectric bilayer using a thermal evaporator (Nano38, Kurt J. Lesker Company). The 

evaporation was done through a shadow mask with rectangular holes of 100 μm x 100 μm using 

a growth rate of 1 Å/sec.  

 

 

Impedance Measurements.   

Impedance measurements were carried out by a Solartron 1260 impedance analyzer using an 

AC amplitude of 100 mV in a frequency range of 100 Hz to 10 kHz. This frequency range was 

chosen because the signal was too noisy below 100 Hz and series resistance from the SiC wafer 

interfered with measurements above 10 kHz. Au pads were contacted by tungsten cat whisker 

soft‐probes (Signatone, SE‐SM) to avoid puncturing the COF dielectric. Capacitance-frequency 

(C-f) measurements were performed at zero dc bias, and capacitance‐voltage (C‐V) 

measurements were conducted at 1 kHz. Capacitance values were verified independently using 

the C-V module of a 4200 Semiconductor Characterization System (SCS), Keithley 

Instruments.  Leakage measurements were also carried by the 4200 SCS system using a remote 

current preamplifier. Impedance data was analyzed by model fitting using ZPlot/ZView 

software from Scribner Associates, Inc.  
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B. Monomer Synthetic Procedures 

 
Scheme S1. Synthesis of 2,7-pyrenebisboronic acid (PyBA) 

 

Synthesis of 2,7-pyrenebisboronic acid. PyBA was prepared by an adaptation of a previously 

reported synthesis.4 A THF:H2O mixture (300 mL, 4:1 vol) of pyrene-2,7-diboronicester (5g, 

11 mmol, 1.0 equiv.) and NaIO4 (3.5 g, 27.5 mmol, 2.5 equiv.) was prepared in a 500 mL RBF 

and stirred at room temperature for 16 hrs under N2. During the course of this reaction, a white 

precipitate was formed. The reaction mixture was then diluted with H2O (300 mL) and filtered. 

During filtration, the product was washed with an additional 300 mL of H2O, taking care to not 

allow the product to dry completely on the filter paper. The product was then flushed with 

hexanes and dried, which produced a white powder (2.6 g, 81%). 1H NMR analysis of this 

product was consistent with a previous report.4 

 
1H NMR (400 MHz, DMSO-d6, 298 K): δ ppm 8.68 (4H, s, 1,3,6,7-H-pyrene), 8.44 (4H, s, 

4,5,9,10-H-pyrene), 8.16 (4H, s, BO–H) 
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Scheme S2. Synthesis of 4,4′-diphenylbutadiynebis(boronic acid) 

Synthesis of 4,4′-diphenylbutadiynebis(pinacolborane). The synthesis of this product was 

adapted from a previous report.5 A 100 mL round bottom flask was charged with CuI (0.752 g, 

3.94 mmol, .05 equiv.), NiCl2● 6H2O (0.936 g, 3.94 mmol, .05 equiv.), and 

tetramethylethylenediamine (TMEDA) (1.836 g, 15.784 mmol, 0.25 equiv.). Acetone (50 mL) 

was added, and as the solids dissolved the mixture became dark green. 4-

ethynylbenzeneboronic acid pinacole ester (18 g, 78.8 mmol, 1.0 equiv.) was added to this 

mixture, which was then stirred for 16 hours. The solvent was removed by rotary evaporation 

to yield a green residue that was washed with H2O (300 mL). The resultant solid was isolated 

via filtration through a Büchener funnel. This solid was subsequently recrystallized from 

CH3CN as a white solid, collected via filtration through a Büchener funnel, and dried under 

vacuum (5.25 g, 12 mmol, 30 %). 1H NMR analysis of this product was consistent with a 

previous report.5 

 
1H-NMR (CDCl3, 400 MHz, 298 K) δ 7.65 (d, J = 9.0 Hz, 4H); 7.52 (d, J = 9.0 Hz, 4H); 1.34 

(s, 24H). 

 

Synthesis of 4,4′-diphenylbutadiynebis(boronic acid). The synthesis of this compound was 

adapted from a previous report.5 In a 20 mL scintillation vial, 4,4’-diphenylbutadiyne pinacole 

borane (1.00 g, 2.20 mmol, 1.00 equiv.) and sodium periodate (1.0 g, 5.00 mmol, 2.27 equiv.) 

were dissolved in THF:H2O (4:1 v/v, 30 mL). This mixture was stirred at room temperature 

with nitrogen actively bubbling through it for 30 minutes, after which 1M HCl (5 mL) was 

added via syringe. The reaction vessel was subsequently sealed and allowed to stir for an 

additional 24 hours. At this point, the reaction mixture was poured into 100 mL of H2O, filtered 

through a Büchener funnel, and washed with an additional 100 mL of H2O. This product was 

then flushed with 100 mL of diethyl ether. This powder was dried under vacuum for 10 minutes 

to afford a fine white powder (444 mg, 1.5 mmol, 69%). 1H NMR analysis of this product was 

consistent with a previous report.5 

 
1H-NMR (DMSO-d6, 400 MHz, 298 K) δ 8.26 (s, 4H); 7.82 (d, J = 7.5 Hz, 4H); 7.57 (d, J = 7.5 

Hz, 4H).  
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Scheme S3. Synthesis of N,N’-dihexyl-6,6’-isoindigobis(boronic acid) 

 

Synthesis of N,N’-dibutyl-6,6’-bisbromoisoindigo. To a flame-dried 300 mL RBF, 

dibromoisoinidio (750 mg, 1.785 mmol, 1.0 equiv.), K2CO3 (1.65 g, 11.90 mmol, 6.67 equiv.), 

and DMF (32 mL) were added. Then, butylbromide (0.56 mL, 5.24 mmol, 2.93 equiv.) was 

added via syringe and heated to 110 °C. After 14 hours, the reaction mixture was cooled to 

room temperature and quenched with saturated NH4Cl. The product was then extracted with 

EtOAc (2 X 100 mL). These fractions were then combined, washed with water (5 X 100 mL) 

and brine (2 X 100 mL). The organic fraction was then collected, dried with anhydrous MgSO4, 

filtered, and concentrated in vacuo to give N,N’-dihexyl-6,6’-bisbromoisoindigo as a deep red 

product (590 mg, 1.1 mmol, 62%). 1H NMR analysis of this product was consistent with a 

previous report.6 

 
1H NMR (400 MHz, cdcl3) δ 9.07 (d, J = 8.6 Hz, 1H), 7.17 (dd, J = 8.6, 1.9 Hz, 1H), 6.93 (d, J 

= 1.9 Hz, 1H), 3.74 (t, J = 7.4 Hz, 2H), 1.66 (d, J = 7.4 Hz, 2H), 1.41 (d, J = 7.8 Hz, 2H), 0.97 

(t, J = 7.4 Hz, 3H). 
 

 

Synthesis of N,N’-dibutyl-6,6’-isoindigobis(pinacolborane). The following were added to a 

50 mL Schlenk flask: N,N’-dihexyl-6,6’-bisbromoisoindigo (500 mg, 0.94 mmol, 1.0 equiv.), 

(BPin)2 (596 mg, 2.35 mmol, 2.5 equiv), KOAc (332 mg, 3.38 mmol, 3.6 equiv.), 

Pd(dppf)Cl2•CH2Cl2 (80 mg, 0.09 mmol, 0.10 equiv.), and 1,4-dioxane (8 mL). This flask was 

then closed with a septum and degassed under constant N2 flow for 15 min. The reaction mixture 

was then heated at 80 °C for 40 hrs. Then, the reaction was cooled to room temperature and 

diluted with CH2Cl2. This mixture was then passed through a silica gel plug on a fritted funnel 

and washed with CH2Cl2. The filtrate was then concentrated in vacuo to yield a sticky red 

residue, which was mixed with MeOH (15 mL) and placed in a freezer. After 2 hrs, the 

precipitate was collected and dried to give N,N’-dihexyl-6,6’-isoindigobis(pinacolborane) as a 

deep red product (510 mg, .82 mmol, 87%). 1H NMR analysis of this product was consistent 

with a previous report.6 

 
1H NMR (499 MHz, cdcl3) δ 9.15 (d, J = 7.9 Hz, 1H), 7.49 (dd, J = 7.9, 1.1 Hz, 1H), 7.15 (s, 

1H), 3.81 (t, J = 7.4 Hz, 2H), 1.73 – 1.68 (m, 2H), 1.46 – 1.41 (m, 2H), 1.37 (s, 12H), 0.97 (t, 

J = 7.4 Hz, 3H). 

 

Synthesis of N,N’-dibutyl-6,6’-isoindigobis(boronic acid). To a 20 mL scintillation vial 

N,N’-dihexyl-6,6’-isoindigobis(pinacolborane) (100 mg, 0.16 mmol, 1.0 equiv.), NaIO4 (85 

mg, 0.4 mmol, 2.5 equiv.), a THF:H2O 4:1 vol. (15 mL) were added. The vial was then placed 
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under N2. After 3 days, the reaction was diluted with H2O (15 mL) and filtered while 

continuously adding water (50 mL), taking care to not let the product dry to completion on the 

filter paper. Finally, the product was washed with hexanes and dried under vacuum. This 

yielded N,N’-dihexyl-6,6’-isoindigobis(boronic acid) as a bright red solid (52 mg,  .112 mmol, 

70% yield). Reliable NMR analysis was not possible due to insolubility of the product.  
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C. Monomer Nuclear Magnetic Resonance 

 

 
Figure S1. 1H nuclear magnetic resonance spectra of 2,3,6,7,10,11-Hexahydroxytriphenylene 

Hydrate (HHTP), purchased from TCI America 
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Figure S2. 1H nuclear magnetic resonance spectra of 1,4-phenylenebisboronic acid (PBBA), 

purchased from Sigma Aldrich 
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Figure S3. 1H nuclear magnetic resonance spectra of 4,4’-biphenylbisboronic acid (BBBA), 

purchased from Sigma Aldrich 
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Figure S4. 1H nuclear magnetic resonance spectra of 

4,4′-diphenylbutadiynebis(pinacolborane) 
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Figure S5. 1H nuclear magnetic resonance spectra of 

4,4′-diphenylbutadiynebis(boronic acid) 
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Figure S6. 1H nuclear magnetic resonance spectra of 

2,7-pyrenebis(boronic acid) 
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Figure S7. 1H nuclear magnetic resonance spectra of N,N’-dibutyl-6,6’-bisbromoisoindigo 
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Figure S8. 1H nuclear magnetic resonance spectra of N,N’-dibutyl-6,6’-

bis(pinacolborane)isoindigo 
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D. 2D COF Film Synthetic Procedures 

 
Figure S9. Synthesis of COF-5 Films 

 

2D COF-5 Films. First, a graphene-coated Si/SiO2 (1 cm X 1 cm, UniversityWafer, Inc.) was 

placed into a scintillation vial. Then, solutions of HHTP (2 mM) and PBBA (3 mM) were 

prepared separately in a solvent blend of 80/16/4 vol CH3CN:1,4-dioxane:1,3,5-

trimethylbenzene. These solutions were then filtered to remove any insoluble particulates. 

These solutions were then added in a 1:1 vol ratio to the substate-containing scintillation vial, 

producing a 20 mL solution of 1 mM HHTP and 1.5 mM PBBA. This scintillation vial was then 

sealed and heated to 80 °C for 24 hrs. After 24 hrs, a milky suspension had formed in the 

scintillation vial. Approximately 90% of the solution was then decanted and diluted with fresh 

80/16/4 vol CH3CN:1,4-dioxane:1,3,5-trimethylbenzene. This procedure was repeated 3 times 

to sufficiently dilute any colloidal species present in solution. The wafer was then removed 

from solvent with forceps and allowed to dry in air.   
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Figure S10. Synthesis of COF-10 Films 

 

2D COF-10 Films. First, a graphene-coated Si/SiO2 (1 cm X 1 cm, UniversityWafer, Inc.) was 

placed into a scintillation vial. Then, solutions of HHTP (2 mM) and BBBA (3 mM) were 

prepared separately in a solvent blend of 80/16/4 vol CH3CN:1,4-dioxane:1,3,5-

trimethylbenzene. These solutions were then filtered to remove any insoluble particulates. 

These solutions were then added in a 1:1 vol ratio to the substate-containing scintillation vial, 

producing a 20 mL solution of 1 mM HHTP and 1.5 mM BBBA. This scintillation vial was 

then sealed and heated to 80 °C for 24 hrs. After 24 hrs, a milky suspension had formed in the 

scintillation vial. Approximately 90% of the solution was then decanted and diluted with fresh 

80/16/4 vol CH3CN:1,4-dioxane:1,3,5-trimethylbenzene. This procedure was repeated 3 times 

to sufficiently dilute any colloidal species present in solution. The wafer was then removed 

from solvent with forceps and allowed to dry in air.   

  



 S-20 

 
Figure S11. Synthesis of TP-COF Films 

 

2D TP-COF Films. First, a graphene-coated Si/SiO2 (1 cm X 1 cm, UniversityWafer, Inc.) was 

placed into a scintillation vial. Then, solutions of HHTP (2 mM) and PyBA (3 mM) were 

prepared separately in a solvent blend of 80/16/4 vol CH3CN:1,4-dioxane:1,3,5-

trimethylbenzene. These solutions were then filtered to remove any insoluble particulates. 

These solutions were then added in a 1:1 vol ratio to the substate-containing scintillation vial, 

producing a 20 mL solution of 1 mM HHTP and 1.5 mM PyBA. This scintillation vial was then 

sealed and heated to 80 °C for 24 hrs. After 24 hrs, a milky suspension had formed in the 

scintillation vial. Approximately 90% of the solution was then decanted and diluted with fresh 

80/16/4 vol CH3CN:1,4-dioxane:1,3,5-trimethylbenzene. This procedure was repeated 3 times 

to sufficiently dilute any colloidal species present in solution. The wafer was then removed 

from solvent with forceps and allowed to dry in air.   
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Figure S12. Synthesis of DPB-COF Films 

 

2D DPB-COF Films. First, a graphene-coated Si/SiO2 (1 cm X 1 cm, UniversityWafer, Inc.) 

was placed into a scintillation vial. Then, solutions of HHTP (2 mM) and DPB-BA (3 mM) 

were prepared separately in a solvent blend of 80/16/4 vol CH3CN:1,4-dioxane:1,3,5-

trimethylbenzene. These solutions were then filtered to remove any insoluble particulates. 

These solutions were then added in a 1:1 vol ratio to the substate-containing scintillation vial, 

producing a 20 mL solution of 1 mM HHTP and 1.5 mM DPB-BA. This scintillation vial was 

then sealed and heated to 80 °C for 24 hrs. After 24 hrs, a milky suspension had formed in the 

scintillation vial. Approximately 90% of the solution was then decanted and diluted with fresh 

80/16/4 vol CH3CN:1,4-dioxane:1,3,5-trimethylbenzene. This procedure was repeated 3 times 

to sufficiently dilute any colloidal species present in solution. The wafer was then removed 

from solvent with forceps and allowed to dry in air.   
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Figure S13. Synthesis of COF-117 Films 

 

2D COF-117 Films. First, a graphene-coated Si/SiO2 (1 cm X 1 cm, UniversityWafer, Inc.) 

was placed into a scintillation vial. Then, solutions of HHTP (2 mM) and IBBA (3 mM) were 

prepared separately in a solvent blend of 80/16/4 vol CH3CN:1,4-dioxane:1,3,5-

trimethylbenzene. These solutions were then filtered to remove any insoluble particulates. 

These solutions were then added in a 1:1 vol ratio to the substate-containing scintillation vial, 

producing a 20 mL solution of 1 mM HHTP and 1.5 mM IBBA. This scintillation vial was then 

sealed and heated to 80 °C for 24 hrs. After 24 hrs, a milky suspension had formed in the 

scintillation vial. Approximately 90% of the solution was then decanted and diluted with fresh 

80/16/4 vol CH3CN:1,4-dioxane:1,3,5-trimethylbenzene. This procedure was repeated 3 times 

to sufficiently dilute any colloidal species present in solution. The wafer was then removed 

from solvent with forceps and allowed to dry in air.   
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Figure S14. Synthesis of COF-5 Films at Higher Concentrations 

 

2D COF-5 Films Prepared at Different Concentrations. First, a graphene-coated Si/SiO2 (1 

cm X 1 cm, UniversityWafer, Inc.) was placed into a scintillation vial. Then, solutions of HHTP 

(10 mM) and PBBA (15 mM) were prepared separately in a solvent blend of 80/16/4 vol 

CH3CN:1,4-dioxane:1,3,5-trimethylbenzene. These solutions were then filtered to remove any 

insoluble particulates. 

 

These solutions were then mixed in a 1:1 vol ratio, which was then diluted with additional 

80/16/4 vol CH3CN:1,4-dioxane:1,3,5-trimethylbenzene to yield solutions with HHTP 

concentrations of 5 mM (PBBA = 7.5 mM), 2 mM (PBBA = 3 mM), 1 mM (PBBA = 1.5  mM), 

and 0.5 mM (PBBA = 0.75 mM). These solutions were then added to the scintillation vial that 

contained the graphene-supported substrate. This scintillation vial was then sealed and heated 

to 80 °C for 24 hrs. After 24 hrs, a milky suspension had formed in the scintillation vial. 

Approximately 90% of the solution was then decanted and diluted with fresh 80/16/4 vol 

CH3CN:1,4-dioxane:1,3,5-trimethylbenzene. This procedure was repeated 3 times to 

sufficiently dilute any colloidal species present in solution. The wafer was then removed from 

solvent with forceps and allowed to dry in air.   
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Figure S15. Multigrowth procedure of COF Films 

 

Multigrowth COF Films. First, a graphene-coated Si/SiO2 (1 cm X 1 cm, UniversityWafer, 

Inc.) was placed into a scintillation vial. Then, solutions of HHTP (2 mM) and corresponding 

boronic acid (3 mM) were prepared separately in a solvent blend of 80/16/4 vol CH3CN:1,4-

dioxane:1,3,5-trimethylbenzene. These solutions were then filtered to remove any insoluble 

particulates. These solutions were then mixed in a 1:1 vol ratio. This solution was then added 

to the scintillation vial that contained the graphene-supported substrate. This scintillation vial 

was then sealed and heated to 80 °C for 24 hrs. After 24 hrs, a milky suspension had formed in 

the scintillation vial. Approximately 90% of the solution was then decanted and diluted with 

fresh 80/16/4 vol CH3CN:1,4-dioxane:1,3,5-trimethylbenzene. This procedure was repeated 3 

times to sufficiently dilute any colloidal species present in solution.  

 

Then, to instigate another round of growth, additional monomer species (prepared as described 

above) were added to the scintillation vial containing the wafer. This scintillation vial was then 

sealed and heated to 80 °C for 24 hrs. After 24 hrs, a milky suspension had formed in the 

scintillation vial. Approximately 90% of the solution was then decanted and diluted with fresh 

80/16/4 vol CH3CN:1,4-dioxane:1,3,5-trimethylbenzene. This procedure was repeated 3 times 

to sufficiently dilute any colloidal species present in solution. 

 

This procedure was repeated for as many times as described. Finally, the wafer was removed 

from solvent with forceps and allowed to dry in air.   
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E. Optical Microscopy Images  
 

 

 

 
Figure S16. Optical Microscopy Image of COF-5/SiO2/Si grown under colloidal conditions 
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Figure S17. Optical Microscopy Image of COF-5/SiO2/Si grown under previously reported 

solvothermal conditions.7 
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F. Atomic Force Microscopy 

 

 

 
Figure S18. Atomic force micrograph of COF-5 film used for thermal property measurement 
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Figure S19. Atomic force micrograph of TP-COF film used for thermal property 

measurement 
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Figure S20. COF-5 film prepared using colloidal conditions 
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Figure S21. Atomic force micrograph of COF-5 film prepared using previously reported 

solvothermal conditions.7 
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Figure S22. Atomic force micrograph of COF-10 produced using colloidal conditions 
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Figure S23. Atomic force micrograph of TP-COF produced using colloidal conditions 
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Figure S24. Atomic force micrograph of COF-117 produced using colloidal conditions 
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Figure S25. Atomic force micrograph of DPB-COF produced using colloidal conditions 
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G. Grazing-Incidence X-ray Diffraction 

 

 
Figure S26. 2D Grazing-incidence X-ray diffraction Pattern of COF-5/SiO2/Si grown by 

colloidal conditions 
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Figure S27. 2D Grazing-incidence X-ray diffraction Pattern of COF-10/SiO2/Si grown by 

colloidal conditions 
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Figure S28. 2D Grazing-incidence X-ray diffraction Pattern of TP-COF/SiO2/Si grown by 

colloidal conditions 
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Figure S29. 2D Grazing-incidence X-ray diffraction Pattern of DPB-COF/SiO2/Si grown by 

colloidal conditions 
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Figure S30. 2D Grazing-incidence X-ray diffraction Pattern of COF-117/SiO2/Si grown by 

colloidal conditions 
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Figure S31. 2D Grazing-incidence X-ray diffraction Pattern of TP-COF/SiO2/Si grown by 

colloidal conditions after one monomer polymerization cycle 
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Figure S32. 2D Grazing-incidence X-ray diffraction Pattern of TP-COF/SiO2/Si grown by 

colloidal conditions after two monomer polymerization cycles 
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Figure S33. 2D Grazing-incidence X-ray diffraction Pattern of TP-COF/SiO2/Si grown by 

colloidal conditions after three monomer polymerization cycles 
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Figure S34. 2D Grazing-incidence X-ray diffraction Patterns of COF-5/SiO2/Si polymerized 

from different initial monomer concentrations under colloidal conditions. 
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Figure S35. 2D Grazing-incidence X-ray diffraction Patterns of COF-5/SiO2/Si polymerized 

from solvothermal noncolloidal conditions.7 
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Figure S36. 2D Grazing-incidence X-ray diffraction Patterns of TP-COF/MoS2/Al2O3 

polymerized from solvothermal noncolloidal conditions   
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H. Simulated and Experimental X-ray Diffraction Patterns 

 

 
Figure S37. Linear experimental X-ray diffraction pattern extracted from 2D GI-WAXS 

pattern of COF-5 and simulated X-ray diffraction pattern from a geometry optimized COF-5 

crystallite. 
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Figure S38. Linear experimental X-ray diffraction pattern extracted from 2D GI-WAXS 

pattern of COF-10 and simulated X-ray diffraction pattern from a geometry optimized 

COF-10 crystallite. 
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Figure S39. Linear experimental X-ray diffraction pattern extracted from 2D GI-WAXS 

pattern of TP-COF and simulated X-ray diffraction pattern from a geometry optimized 

TP-COF crystallite. 
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Figure S40. Linear experimental X-ray diffraction pattern extracted from 2D GI-WAXS 

pattern of DPB-COF and simulated X-ray diffraction pattern from a geometry optimized 

DPB-COF crystallite. 
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Figure S41. Linear experimental X-ray diffraction pattern extracted from 2D GI-WAXS 

pattern of COF-117 and simulated X-ray diffraction pattern from a geometry optimized 

COF-117 crystallite. 
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I. Density Functional Theory (DFT) Calculations 
The electronic band structures of COF-5 were calculated with the CRYSTAL17 package8,9 at 

the DFT PBE0 level10,11 using the POB-TZVF basis set with D3 van der Waals (vdW) 

corrections12. 2 x 2 x 14 and 2 x 2 x 18 Γ-centered Monkhorst-Pack k-meshes were adopted in 

the geometry optimizations and self-consistent calculations (SCF), respectively. 

 

The  macroscopic static dielectric tensors taking account of the electronic contributions13 were 

calculated at the DFT PBE level using the Vienna Ab initio Simulation Package (VASP) 14 and 

D3 vdW corrections. Γ-centered Monkhorst-Pack k-meshes were adopted in both geometry 

optimizations and SCF calculations (see Table S1). The convergence criterion for the total 

energy was set at 10-8 eV; the one for the forces was set at 0.01 eV Å-1. We considered a 

Gaussian smearing of 0.01 eV.  The lattice parameters after geometry optimization of each COF 

are shown in Table S2. The off-diagonal components in the calculated macroscopic static 

dielectric tensors are vanishingly small. The ionic contributions to the macroscopic static 

dielectric tensors of COF-5 were calculated via density functional perturbation theory (DFPT)15 

using VASP. 

 

 

Table S1. Γ-centered Monkhorst-Pack k-meshes applied in the DFT/PBE calculations for the 

five COFs.Γ-centered Monkhorst-Pack k-meshes applied for each COF 

 

 COF-5 TP-COF COF-10 COF-117 DPB-COF 

Optimization 1 × 1 × 8 1 × 1 × 10 1 × 1 × 10 1 × 1 × 11 1 × 1 × 12  

SCF 2 × 2 × 16 2  ×  2  × 20 2  ×  2  × 20 2  ×  2  × 22 2  ×  2  × 24 

 

Table S2.  Optimized crystal structures at the DFT/PBE level for the five COFs. 

 

 a(Å) b(Å) c(Å) () () () 

COF-5 30.17 30.17 3.73 90.00 90.00 120.00 

TP-COF 37.53 37.53 3.72 90.00 90.00 120.00 

COF-10 37.72 37.72 3.71 90.00 90.00 120.00 

COF-117 41.98 41.98 4.08 90.00 90.00 120.02 

DPB-COF 46.53 46.53 3.74 90.00 90.00 120.00 
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Table S3.  Ionic and electronic contributions to the COF-5 dielectric tensors. 

 

 xx yy zz 

Ionic contributions 0.3 0.1 0.0 

Electronic contribution 2.0 2.0 1.3 

Total 2.3 2.1 1.4 
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J. Polarization Dependent Emission of 2D COF Films 

 

 

 
Figure S42. Polarization dependent emission of TP-COF films 
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Figure S43. Polarization dependent emission of COF-5 films produced via solvothermal 

synthesis 
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K. Scanning Electron Microscopy 

 

 
Figure S44. Cross-sectional scanning electron micrograph of COF-5/Al2O3/EG/SiC 

  



 S-56 

L. X-ray Reflectivity of 2D COF Films and Devices 

 

 
Figure S45. X-ray reflectivity profiles of COF-5/EG/SiC. Inset: Extracted Electron Density 

Profile. 

 

Table S4. XRR fitting parameters from figure S45.  
 

Thickness 

(Å) 

Roughness (Å) e
-
 density  

(e
- 
Å

-3
) 

COF-5 177.7 37.3 0.452 

EG 4.0 4.6 0.678 

SiC - 5.6 0.983 
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Figure S46. X-ray reflectivity data a fit of COF-5/EG/SiO2/Si. Inset: Electron density profile 

extracted from the XRR fit. 

 

Table S5. XRR fitting parameters from figure S46 

.   
 

Thickness 

(Å) 

Roughness (Å) e
-
 density  

(e
- 
Å

-3
) 

COF-5 108.8 30.4 0.573 

SiO
2
/EG 20.5 2.1 0.688 

Si - 1.0 0.709 

 

  



 S-58 

  

Figure S47. X-ray reflectivity profiles of Al2O3/COF-5/EG/SiO2/Si Inset: Extracted Electron 

Density Profile. 

 

Table S6. XRR fitting parameters from figure S47.  

.  
 

Thickness 

(Å) 

Roughness (Å) e- density 

(e- Å-3) 

Al2O3 75.1 38.7 1.192 

COF-5 168.9 38.5 0.452 

EG 3.99 4.6 0.678 

SiC - 5.6 0.983 
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M. 2D COF Film Device Measurements 

 

 
Figure S48. Optical microscope images of Al2O3/COF-5/EG/SiC (Scale Bar = 200 μm) 

 

The area of each Au pad is roughly 100,000 μm2 (10-8 m2) as determined from the optical 

image on the right.  
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Figure S49. (A), (B) Bode plots showing tight distribution of real and imaginary parts of the 

impedance for 10 different COF-5 devices across the EG/SiC chip. The extracted capacitance 

is found vary by less than 10% over an area of 25 mm2. 

 
Figure S50. Plot of negative reactance (-Z”) versus frequency of a Al2O3/COF-5 dielectric 

bilayer capacitor in ambient (relative humidity ~62 %) and in vacuum (pressure = 2 x 10-5 

torr). 

 
Figure S51. (A-B) Plot of negative reactance (-Z”) of two different Al2O3 dielectric bilayer 

capacitor devices as a function of temperature (-40 °C  - 110 °C). (C) Plot of the normalized 

dielectric constant across this temperature range for two devices, demonstrating that the 

dielectric constant is invariant across this temperature range.   
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N. Thermoreflectance Measurements 
A. Sample Preparation. To prepare our samples for time-domain thermoreflectance (TDTR), 

we first deposit an 80 nm thick Al transducing layer via electron beam evaporation at 6•10-6 

Torr.  

 

 
Figure S52. Sensitivity of the ratio of the in-phase (Vin) and out-of-phase (Vout) signals for 

COF-5 at 8.8 MHz modulation frequency. 
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Figure S53. (Left) Characteristic TDTR data along with the best-fit curve for TP-COF. (Right) 

Sensitivity contour plot showing the interrelationship between the measured heat capacity and 

thermal conductivity of our 2D TP-COF 

 

B. TDTR Measurements. In our TDTR setup, sub-picosecond laser pulses emanate from a 

Ti:Saphhire oscillator at 80MHz repetition rate. The pulses are separated into a pump path that 

heats up the sample and a time-delayed probe path that is reflected from the Al transducer. The 

reflected probe beam provides a measure of the change in the thermoreflectance due to the decay 

of the thermal energy deposited by the pump beam. A modulation of 8.8 MHz is applied by an 

electro-optic modulator on the pump beam and the ratio of the in-phase to out-of-phase signal 

of the reflected probe beam recorded at that frequency by a lock-in amplifier (-Vin/Vout) for up 

to 5.5 ns after the initial heating event. The pump and probe beams are focused on to the Al 

transducer at e-2 radii values of 10 and 5 µm for our pump and probe spots, respectively.  

 

To simultaneously measure the thermal conductivity and heat capacity of our COFs, we fit a 

three-layer thermal model to our experimental data. However, we first consider the appropriate 

range of pump-probe delay times, in which the thermal model is extremely sensitive to changes 

in the thermophysical quantities. This is quantified by the sensitivity of the ratio (Vin/Vout) to 

the various thermal properties defined by,  

 

𝑆𝛼 =
𝜕𝑙𝑛 (

𝑉𝑖𝑛
𝑉𝑜𝑢𝑡)

𝜕𝑙𝑛(𝛼)
                         (2)  

 

where α is the thermophysical parameter of interest.16 Figure S50 shows the sensitivities of the 

ratio to thethermophysical parameters of the three-layer thermal model. The sensitivity to the 

thermal conductivity of COF-5, κCOF-5, is relatively large compared to the other parameters for 

the entire time delay. The large and dynamic sensitivity of the heat capacity of our COF film 

(Cv) also allows for the simultaneous measurement of these two physical properties with 

relatively good precision, therefore, we treat κCOF and Cv as adjustable parameters in our 

analytical model to fit the TDTR data for the entire pump-probe delay time. 
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Characteristic TDTR data and the best-fit of the thermal model for TP-COF at 8.8MHz 

modulation frequency is shown in Figure S51. Figure S51 shows the sensitivity contour plot 

describing the interrelationship between the measured heat capacity and thermal conductivity 

of TP-COF at 8.845 MHz modulation frequency. Note, the contour plot represents the mean 

square deviation of our thermal model to the TDTR data with the various combinations of heat 

capacity and thermal conductivity as input parameters.17,18 The standard deviation between our 

model and data is determined as, 

 

𝜎 =

∑ (𝑅𝑚,𝑗 − 𝑅𝑑,𝑗)2
𝑛

𝑗=0

𝑛
            (3) 

 

where Rm and Rd are the ratios from the model and data, respectively, and n is the total number 

of time delays considered. 

 
Figure S54. Phase delay data and fit as a function of modulation frequency for a 

representative FDTR experiment. 

 

 

 

 

 

 

 



 S-64 

C. Thermal boundary conductance. 

 

 

 
Figure S55. Analytical fits to the TDTR experimental data with different values of thermal 

boundary conductances across Al/COF interface ℎ𝐾,1, while other parameters in the thermal 

model are unchanged. 

 

From time-domain thermoreflectance measurements, we determine that the thermal resistivity 

of the Al/COF-5 boundary is minimal (Fig. S55). As observed from the analytical fits to our 

TDTR results with varying thermal boundary conductance (ℎ𝐾) at the Al/COF interface, ℎ𝐾 < 

70 MW m-2 K-1 results in poor fits to the experimental data as shown in Fig. R1 below. In 

contrast, higher ℎ𝐾 values optimize the fits for the early pump-probe time delays (especially at 

t < 1 ns). Moreover, increasing the value of ℎ𝐾 > 100 MW m-2 K-1 at the Al/COF interface has 

negligible influence on the best-fit to our experimental data. These results suggest that ℎ𝐾 at 

Al/COF is considerably higher than the conductance of our COF films. 

0.2 1 6

Time Delay (ns)

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

R
a
ti
o
 (

-V
in

/V
o
u

t)

h
K,1

=30 MW m-2 K-1

h
K,1

=50 MW m-2 K-1

h
K,1

=100 MW m-2 K-1

h
K,1

=300 MW m-2 K-1

Al/TPCOF/SLG/SiO
2



 S-65 

 
Figure S56. Sensitivity contour plot showing the interrelationship between thermal boundary 

conductance and thermal conductivity of our 2D COFs. 

 

We plot sensitivity contour plots (Fig. S56) that represent the mean square deviation of the 

analytical model to our TDTR data with various combinations of thermal conductivity of COF 

(𝜅𝐶𝑂𝐹) and ℎ𝐾,2 at COF/SLG/SiO2 interface as input parameters in our three-layer model. A 

combination of low ℎ𝐾,2 (< 30 MW m-2 K-1) and relatively high 𝜅𝐶𝑂𝐹 (> 1.3 W m-1 K-1) produce 

the best-fits suggesting that the resistance at the interface dominates heat transfer in the cross-

plane direction. As such, we assign a lower bound of 30 MW m-2 K-1 to ℎ𝐾,2  from our 

measurements.  
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Figure 57. TDTR data for COF-5 films of 40 nm and 80 nm thickness along with the best-fit 

curves. The solid lines represent two-layer thermal model (for an Al/SiO2 system) with thermal 

boundary conductance (ℎ𝐾) as fitting parameter. The dashed and dotted-dashed lines represent 

three-layer thermal model with high interfacial resistances ( 𝑅𝐾 ) across the COF-

5/graphene/SiO2 interface (𝑅𝐾,2~10-7 m2 K W-1; ℎ𝐾,2~10 MW m-2 K-1) for 40 nm and 80 nm 

COF-5 thicknesses. A high interfacial resistance would result in poor fits to the experimental 

data, which suggests that interfacial resistances are much lower than the bulk resistance posed 

by the 2D COF thin film. As such, we are predominantly sensitive to the intrinsic thermal 

resistance of the 2D COF in this measurement. 

In the scenario where interfacial resistances dominate heat transfer, decreasing the film 

thickness will have a negligible effect on total thermal transport. However, if heat transfer is 

dominated by the intrinsic resistance of the film, a change in the thickness results in a noteable 

change in the total conductance across the sample.  To differentiate between these different 

possibilities, we synthesized an additional COF-5 film with a different thickness of that 

measured previously. TDTR measurements (Figure S57, open points) and two-layer thermal 

model (interfacial resistances considered as a single component) best fits (Figure S57, solid 

lines) reveals a thermal conductivity thickness dependence. To show how the fits would change 

if interfacial resistance would be the dominant resistance in our model, we also plot predictions 

from a three-layer model where we prescribe a low conductance (high resistance) across the 

COF-5/SLG/SiO2 (ℎ𝐾,2~ 10 MW m-2 K-1) for 40 nm and 80 nm COF-5 samples (dashed line 

and dotted-dashed lines, respectively). For the scenario where thermal transport is dominated 

by interfacial resistance, the model predicts similar behavior for the two thicknesses, which is 

inconsistent with our TDTR data. 
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D. Frequency-Domain Thermoreflectance. To cross-validate and gain confidence in our 

TDTR results, we perform Frequency domain thermoreflectance (FDTR) measurements on our 

COF-5 sample. Similar to TDTR, FDTR is also a laser-based metrology implemented to 

measure thermal properties of a sample.19,20 A thin (73.1 nm measured by KLA Tencor P-15 

Profilometer) coating of Au is sputter deposited (PerkinElmer6J) on top of the sample. The Au-

coated sample is periodically heated via a sinusoidally modulated (100 kHz - 5 MHz) pump 

laser at 488 nm wavelength. The sample’s temperature will fluctuate with the same frequency 

as the pump laser, but with a time delay. The phase delay is characteristic of the thermal 

properties of the sample. The temperature is measured using a concentric probe laser (532nm), 

which is sensitive to the thermoreflectance of Au. The frequency-dependent time delay 

measured as a phase delay of the reflected probe laser with respect to the pump laser modulation 

frequency is measured with a photodiode connected to a lock-in amplifier. The phase delay, as 

shown in Fig. S52, is fit to an analytical solution to heat diffusion equation for a layered, semi-

infinite solid to extract the thermal conductivity of the COF-5 sample. Our TDTR analysis also 

has sensitivity to the thermal boundary conductance across the COF-5/single layer 

graphene/SiO2 interface. By using the heat capacities determined via MD and FDTR (see 

below), we fit for a thermal boundary conductance of ~30 MW m-2 K-1, in reasonable agreement 

with previous measurements across similar (single layer graphene/SiO2) interfaces.21 

 

 

Figure S58. Contours at 1.2×Minimum MSE for FDTR data averaged over four experiments 

for COF-5, as a function of assumed heat capacity and thermal conductivity for 3.2 µm (red 

dashed line) and 3.3 µm (blue dashed line) pump-probe spot radii (a) without a resistance at the 
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interface and (b) with a finite thermal boundary conductance at the COF-5/SLG/SiO2 (ℎ𝐾,2 ~ 

30 MW m-2 K-1). For comparison, we also include the contour from our TDTR measurement 

on the same sample 

 

COF thermal conductivity is the targeted property, but its value depends on the heat capacity 

of the COF, which is also unknown. We evaluated the quality of the fit between the model and 

data based on the mean squared error (MSE). The MSE was calculated assuming a range of 

thermal conductivity and heat capacity combinations and averaged for four independent data 

sets. In Fig.S4 we plot the global minimum MSE and a contour at 1.2 times the global minimum 

MSE for two different spot radii (red for a radius of 3.2 µm and blue for a radius of 3.3µm). 

The predicted values of thermal conductivity (κCOF) and heat capacity (CV) are sensitive to the 

spot size. The contours indicate that a range of 0.5< κ < 2 W m−1 K−1 and 0.33 < C <0.63 J cm−3 

K−1 could be reasonably interpreted from the FDTR experiments. Though FDTR is less 

sensitive to κ than TDTR, the range of values for C and κ overlap (as shown in Fig. S53) and 

FDTR serves to strengthen the conclusion reached by TDTR.  

 

 

 

E. Uncertainty Analysis for Thermal Properties.  

 

To determine the uncertainties in our measurements for 𝐶𝑣 and 𝜅𝐶𝑂𝐹, we use a combination of 

sensitivity contour analysis along with the changes in the predicted values of 𝐶𝑣 and 𝜅𝐶𝑂𝐹 based 

on perturbing different parameters in our three-layer thermal model within their error bounds. 

For example, we measure the thermal conductivity of aluminum as 126±4 W m-1 K-1 using the 

four-point probe method and determine its thickness as 80±3 nm using picosecond acoustics. 

Therefore, the uncertainty in our measured 𝐶𝑣 and 𝜅𝐶𝑂𝐹 includes the error associated with our 

thickness measurement of the aluminum transducer and its thermal conductivity, 𝜅𝐴𝑙 . 

Perturbing the thickness of aluminum by 3 nm changes 𝜅𝐶𝑂𝐹  by ~11 % and 𝐶𝑣  by ~6 %. 

Whereas the error in 𝜅𝐴𝑙 leads to a relatively lower uncertainty (of < 2 %) associated with both 

𝜅𝐶𝑂𝐹  and 𝐶𝑣  measurements. We note that the uncertainty in 𝐶𝑣  is relatively higher than the 

uncertainty in 𝜅𝐶𝑂𝐹 since perturbing the thermal conductivity by ~2 % changes the heat capacity 

by ~ 20 % as shown in the sensitivity contour plot in Fig. S53. We use FDTR technique 

discussed in detail in the following section to reduce the uncertainty associated with our  𝐶𝑣 

measurement. We note that the biggest uncertainty to our measurements is due to the unknown 

ℎ𝐾,2 (at the COF/Single-layer-graphene/SiO2 interface) for which we can only set a lower 

estimate of ~ 50 MW m-2 K-1 as we detail below. 
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O. Molecular Dynamics Simulations 
 

 

Our molecular dynamics (MD) simulations are performed with the LAMMPS code22 and the 

interatomic interactions are described by the adaptive intermolecular reactive empirical bond 

order (AIREBO) potential.23 We apply periodic boundary conditions in all directions. The 

computational domains are equilibrated under the Nose-Hoover thermostat and barostat,24 

(which is the NPT83 integration with the number of particles, pressure and temperature of the 

system held constant) for a total of 1ns at 0 bar pressure. Following the NPT integration, an 

NVT integration (with constant volume and number of particles) is prescribed to fully 

equilibrate the structures at the desired temperature for another 1 ns. Note, we prescribe a time 

step of 0.5 fs for all our simulations. Figure S45a shows an example of our computational 

domain for the COF-5 and the unit cell of the COF-5 is shown in Fig S45b. For the simulations, 

we vary the total cross-plane thickness, d, and length of the computational domain, L, to check 

for size effects in our thermal conductivity predictions as detailed below. 

 

After equilibration, the thermal conductivities of our COFs at different temperatures predicted 

via the Green-Kubo (GK) approach under the EMD framework. In this formalism, the thermal  

conductivities of our COFs along the x-,y-(in-plane) and z-(cross-plane) directions are 

calculated as, 

 

𝜅𝑥,𝑦,𝑧 =
1

𝑘𝐵𝑉𝑇2
∫ < 𝑆𝑥,𝑦,𝑧(𝑡)

∞

0

 •   𝑆𝑥,𝑦,𝑧(0) > 𝑑𝑡         (4) 

Here t is time, T and V are the temperature and volume of the systems, respectively, and 

< 𝑆𝑥,𝑦,𝑧(𝑡) 𝑆𝑥,𝑦,𝑧(0) > is the component of the heat current autocorrelation function (HCACF) 

in the prescribed directions. 

 

To ensure that the HCACF decays to zero, we set the total correlation time period for the 

integration of the HCACF to 50 ps as shown in the inset of  Fig. 55. The heat current is 

computed every 10 time steps during the data collection period, after which, integration is 

carried out to calculate the converged thermal conductivity for our COF-5 structure. The 

converged thermal conductivity is determined by averaging from 10 ps to 50 ps as shown in 

Fig. S56 (dashed line). We note that since the main goal of our simulations is to establish a 

comparative analysis of in-plane and cross-plane thermal conductivity, we refrain from 

comparing our experimentally determined cross-plane thermal conductivity with our MD 

predictions. Moreover, the choice of the interatomic potential has large implications on the 

thermal conductivity predictions for similar covalently bonded carbon structures.25-27 

 

The GK approach has been extensively used to predict the lattice thermal conductivity of 

different crystalline and amorphous material systems.28-35 However, there has been considerable 

ambiguity in efficiently calculating the thermal conductivity via Eq. 4 due to uncertainties 

associated with finite simulation times and domain sizes.29-31,33,36-40 To ensure that the EMD-

predicted thermal conductivities are not influenced by size effects, the dimensions of the 

simulation box are chosen to produce converged values of thermal conductivities. To this end, 

the thermal conductivities of structures with cross-sections of 15×13 nm2 and 30×26 nm2 are 
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comparable within uncertainties. Similarly, the thermal conductivities of structures with 

computational domain sizes of 15.1×13.1×3.4 nm3, and 15.1×13.1×10.2 nm3 are also similar 

within uncertainties. 

 

 
Figure S59. (a) Schematic of the computational domain of the COF-5 structure used for our 

molecular dynamics simulations. (b) Schematic of the unit cell of the COF-5 structure with 

different atomic species represented by the different colors. 
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Figure S60. Converged values of in-plane and cross-plane thermal conductivities obtained for 

our COF-5 structure from the integral of the heat current autocorrelation function (HCACF). 

(inset) Normalized HCACF vs time for our COF-5 structure which shows that the HCACF 

decays to zero within the first 10 ps. 
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Figure S61. (a)Example of the time-averaged steady-state temperature profile in the in-plane 

direction of the COF-5 structure. (b) NEMD-predicted inverse of size-dependent thermal 

conductivities vs inverse of the computational domain length in the applied heat flux 

direction, which is the in-plane direction for our COF structure. 

 

Since there has been contention on the use of the heat current calculations in LAMMPS to 

predict the thermal conductivity of structures with many-body interatomic potentials,41,42 we 

run nonequilibrium MD (NEMD) simulations to gain more confidence in our in-plane thermal 

conductivity predictions for our COF-5 structure. For the NEMD simulations, a steady-state 

temperature gradient is established by adding a fixed amount of energy per time step to a heat 

bath at one end of the computational domain, while removing an equal amount of heat from a 

cold bath at the other end of the domain; energy is added and removed at specified rate of 0.4 

eV ps−1 under the microcanonical ensemble where the number of atoms (N), volume (V), and 
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energy (E) of the system are held constant. A fixed wall at either side of the domain is enforced 

for our NEMD simulations. The temperature profile along the in-plane direction is obtained by 

averaging the temperature of the atoms along equally spaced bins in the applied heat flux 

direction for a total of 10 ns and the thermal conductivity is predicted via Fourier’s law; the 

initial 3 ns of data are ignored to create time-averaged steady-state temperature profiles as 

shown in Fig. S8a. We calculate thermal conductivities for different domain lengths to 

accurately predict the bulk in-plane thermal conductivity of our COF-5 structure. For this, we 

plot the inverse of thermal conductivity, κ-1, as a function of the inverse of the computational 

domain length, d-1, which shows a linear trend as shown in Fig. S56b, and extrapolate to d-1 = 

0 to predict the size-independent thermal conductivity.43 The result of the NEMD simulations 

and EMD simulations are shown in Fig 4c of the manuscript. Our EMD simulations 

underpredict the cross-plane thermal conductivity of COF-5, which could potentially be due to 

the insufficiencies in the interatomic potential used to describe the COF structures. However, 

the fact that our experimental measurements are higher in comparison to the defect-free pristine 

structures simulated in our MD calculations, exemplifies the high quality of our crystalline 2D 

COFs studied in this work. From our EMD and NEMD simulations, we predict an in-plane 

thermal conductivity of ∼2 W m−1 K−1 and an anisotropy ratio of ∼4 between the in-plane and 

cross-plane thermal conductivity predictions. 

 
Figure S62. MD-predicted vibrational density of states for COF-5. 

 

To get an estimate for the heat capacity of these COFs, we calculate the vibrational density of 

states (DOS) from our MD simulations. The velocities of the atoms in the COF-5 structure are 

output every 10 time steps for a total of 1ns. A velocity autocorrelation function algorithm is 

used to obtain the local phonon DOS in the cross-plane and in-plane directions as shown in Fig. 

S57. The density of states, D(ω), is obtained from the Fourier transform (F) of the velocity 
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correlation function (VACF).28 The Welch method of power spectral density estimation is 

applied to obtain the D(ω) and is normalized as follows,  

 

𝐷(𝜔) =
1

2
𝑚ℱ(𝑉𝐴𝐶𝐹)(

1

𝑘𝐵𝑇
𝜌)      (5) 

 

where m is the atomic mass, kB is the Boltzmann constant, T is the local temperature, and ρ is 

the atomic density. We use the DOS to calculate the room temperature heat capacity as, 

 

𝐶𝑉 = ∫ ℎ𝜔𝐷(𝜔)
𝑑𝑓

𝑑𝑇
𝑑𝜔       (6)

𝜔𝑐

0

 

 

where ωc is the cutoff frequency, and f is the Bose-Einstein distribution. We estimate a value 

of CV∼0.54 J cm−3 K−1 for our COF-5 at room temperature, which agrees well with our 

experimentally determined value (CV∼0.52±0.08 J cm−3 K−1). 
 
To generalize our results and to investigate the effect of varying porosities on the thermal 

conductivity of 2D COFs, we perform additional GK simulations on structures with varying 

densities in the range of 0.5 g cm-3 to 1 g cm-3. As shown in Fig. S63a, the structures compared 

are based on TP-COF, COF-5, and COF-1 (with pore sizes of ~3.6 nm, 2.7 nm and 1.3 nm, 

respectively). To investigate the effect of varying porosities while maintaining similar internal 

microstructure, we modify the COF-1 structure by adding a phenyl ring to the linkers (COF-1-

2R, where ‘R’ stands for ‘rings’). We compare the thermal conductivity of these four different 

2D COFs with varying porosities and internal architectures in the zig-zag, arm-chair and cross-

plane directions in Fig. S63b as a function of their densities. The thermal conductivity in the 

zig-zag and arm-chair directions are similar within uncertainties for a particular COF. More 

interestingly, the thermal conductivity of 2D COFs is significantly dictated by their 

corresponding density, both in the in-plane and cross-plane directions. These additional 

simulations provide design criteria for the synthesis of 2D COFs with potentially modular 

thermal conductivities based on controlling their porosity.   
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Figure S63: (A) Schematic illustration of the different molecular structures of COFs studied 

via MD simulations. To investigate the effect of varying porosities while maintaining similar 

internal microstructure, we modify the COF-1 structure by adding a phenyl ring to the linkers 

(COF-1-2R, where `R' stands for `rings'). (B) The thermal conductivity in the three principal 

directions for the COFs scales linearly as a function of their density suggesting that porosity 

can significantly control thermal transport in both in-plane and cross-plane directions in 2D 

COFs. 
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P. Comparative Finite-Element Solutions for Dielectric 

Films 
 

 
Figure S64: Temperature profiles as a function of radius and depth for a 10 nm conventional 

low-k dielectric thin film (with 𝜅 = 0.2 W m-1 K-1) and for a 10 nm 2D COF/SLG/SiO2 sample 

subjected to radially symmetric Gaussian surface heating event. Temperature profiles resulting 

from a heating event with 1/e2 radius of 1 m and an average absorbed power of ~4 mW in (A) 

a conventional 10 nm low-k dielectric thin film as compared that in a (B) 10 nm 2D 

COF/SLG/SiO2 sample.  Temperature profiles resulting from a heating event with 1/e2 radius 

of 10 nm and an average absorbed power of ~4 mW in (C) a conventional 10 nm low-k dielectric 

thin film as compared to that in a (D) 10 nm 2D COF/SLG/SiO2 sample. 

 

To emphasize the potential application of our 2D COFs as highly thermally conductive ultra-

low-k coatings in integrated circuits (with the next generation sub-10 nm technology nodes), 

we perform calculations of the steady-state temperature rise in these devices with varying heater 

radius and compare the results to that calculated for a conventional low-k dielectric thin film 

(with 𝜅 = 0.2 W m-1 K-1). The details of the calculations can be found in our earlier work.44 As 

shown in Fig. S64, when the “hot-spot” is much larger than the 10 nm thin film, a considerable 

temperature drop occurs at the interface between the film and the substrate for both the 

conventional low-k dielectric film and in the 2D COF sample geometry as shown in Fig. S64A 

and S64B, respectively. However, the 5 times larger thermal conductivity of the 2D COF 

greatly mitigates the “hot-spot” buildup and can lower the peak temperature by as much as half 

A B

C D
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the peak temperature that is built up in the conventional low-k dielectric film. The thermal 

mitigation capability of 2D COFs is further highlighted for the case when the characteristic size 

of the “hot-spots” are similar to the film thickness. For the conventional low-k dielectric case, 

a large temperature rise is observed at the surface of the film, however, due to the comparatively 

higher thermal conductivity of the 2D COF, considerable in-plane heat flow mitigates the “hot-

spot” buildup. In these types of cases with heat sources length scales on the order of 10 nm 

(such as those in current and next generation IC technology nodes), device failure due to thermal 

buildup usually results from the lower thermal conductivity of the low-k dielectric film.  
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Q. Meta-Data Analysis  
 

Table S7. Meta-analysis of other low-k dielectrics that have reported thermal conductivities. 

 

 

  

Material Dielectric Constant Thermal Conductivity (W m-1 K-1 ) Density (g cm-3) References

Porous Silicon Oxide Aerogel 2.1 0.14 0.8 A.Delan  et  al./Microelectronic  Engineering  70 (2003) 280–284

Orion, Porous SiOCH 2.2 0.16 1.04 A.Delan  et  al./Microelectronic  Engineering  70 (2003) 280–284

methyl silsesquioxane 2.2 0.19 0.95 A.Delan  et  al./Microelectronic  Engineering  70 (2003) 280–284

Philk, Porous Oxide 1.9 0.15 0.9 A.Delan  et  al./Microelectronic  Engineering  70 (2003) 280–284

SiLK, Porous Organic Polymer 2.1 0.11 1.2 A.Delan  et  al./Microelectronic  Engineering  70 (2003) 280–284

Fluorinated Carbon Polymer 2.3 0.13 1.84 A.Delan  et  al./Microelectronic  Engineering  70 (2003) 280–284

MOF-5 2.7 0.1 0.5 H. Guo et al. / Microporous and Mesoporous Materials 221 (2016) 40-47

ZIF-4 1.85 0.28 1.2 Tan et al. / Phys. Chem. Let 9 (2018) 2678-2684

ZIF-7 2 0.21 1.25 Tan et al. / Phys. Chem. Let 9 (2018) 2678-2684

ZIF-8 1.65 0.3 0.95 Tan et al. / Phys. Chem. Let 9 (2018) 2678-2684

SiO2 Xerogels 1.65 0.08 0.5 Plawsky et al./J. Vac. Sci. Technol. B  17 (1999) 205-210

SiO2 Xerogels 1.8 0.1 0.6 Plawsky et al./J. Vac. Sci. Technol. B  17 (1999) 205-210

SiO2 Xerogels 2 0.14 0.7 Plawsky et al./J. Vac. Sci. Technol. B  17 (1999) 205-210

Polyvinylchloride 4 0.21 1.38 G. Maier / Prog. Polym. Sci. 26 (2001) 3-654

Polyamide, (Nylon 66) 3.8 0.23 1.14 G. Maier / Prog. Polym. Sci. 26 (2001) 3-654

Polysulfone 1.52 0.26 1.24 G. Maier / Prog. Polym. Sci. 26 (2001) 3-654

Polyimide (Kapton) 3.4 0.8 1.42 G. Maier / Prog. Polym. Sci. 26 (2001) 3-654

Polytetrafluoroethylene 2.02 0.25 2.2 G. Maier / Prog. Polym. Sci. 26 (2001) 3-654

Polystyrene 2.7 0.03 1 G. Maier / Prog. Polym. Sci. 26 (2001) 3-654

Amorphous SiO2 3.8 0.8 2.65 G. Ozin et al./Materials Today 9 (2006) 22-31

Crystalline SiO2 3.8 1.3 2.65 G. Ozin et al./Materials Today 9 (2006) 22-31

Fluorine-Doped SiO2 3.55 0.8 2.21 G. Ozin et al./Materials Today 9 (2006) 22-31

Organosilicate Glass 3 0.39 1.4 G. Ozin et al./Materials Today 9 (2006) 22-31

Al2O3 7.8 12 3.95 G. Ozin et al./Materials Today 9 (2006) 22-31
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